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ABSTRACT

Since human (audience) evaluation methods are challenging due to their logistic
inconvenience, symbolic music generation systems are typically evaluated using
loss-based measures or some statistical analyses with pre-defined musical metrics.
Even though these loss-based and statistical methods could be informative to some
extent, they often cannot guarantee any success for the generative model in terms
of higher-level musical qualities, such as style / genre. Also, as another aspect
of evaluation, diversity of the generated material is not considered for symbolic
music generators. In this study, we argue that Quality-Diversity-based evaluation
approach is more appropriate to value symbolic music generators. We give a few
examples of where loss-based and statistical methods fail and suggest some tech-
niques for quality-based and diversity-based evaluation, jointly forming a Quality-
Diversity-based evaluation strategy.

1 INTRODUCTION

Music generation using machine learning is an active research field and one typical approach is to
generate music in symbolic form, where fundamental musical attributes such as pitch, note start time,
note duration and musical dynamics are represented numerically. Various learning architectures
have been utilised in music generation studies including RNNs (Ji et al., 2020), VAEs (Roberts
et al., 2018) and Transformers (Payne, 2019) (Huang et al., 2018). Evaluation of the performance of
these systems is important for practitioners to choose a model that best fits their application and also
to further improve these, and future, models along various axes. In most applications, generative
music models are evaluated largely in terms of the final loss value at the end of training, with loss
defined in terms of a statistical distance. In addition, there are some common post-hoc evaluation
approaches, such as statistical comparison of training and generation sets, where being statistically
closer is interpreted as having a better performing model (Yang & Lerch, 2020).

While comprehensive human (audience) evaluation studies are arguably the best approach for gener-
ative music systems, they can be difficult to conduct for researchers in terms of demanding logistics,
especially for day-to-day evaluation of progress. Thus, researchers commonly use loss-based and
statistical evaluation measures which are more convenient. However, these kinds of evaluation meth-
ods often lack higher level consideration of music, such as its style / genre. This is unsound in the
context of generative music, where the generative output is multi-faceted, complex and fits into a rich
cultural history. It is possible to train a model to low loss which produces either incoherent music
in general or coherent music which doesn’t reflect the genre of music it was trained on. Moreover,
a model might be able to generate a set of musical excerpts that are statistically close to the training
set, but this doesn’t necessarily guarantee that the generated material stylistically reflects the set it
was trained on.

As another drawback, existing loss-based and statistical evaluation methods do not take into account
the diversity of the music generated by the models. In this paper, going beyond existing evaluation
techniques, we argue that generative music systems need to be assessed in terms of both quality and
diversity, hence once a model is trained, using Quality-Diversity search evaluation techniques (Pugh
et al., 2016) is appropriate to estimate the value of the model. We suggest various techniques to

1



ML Evaluation Standards Workshop at ICLR 2022

improve quality-based evaluation of generative music systems. Moreover, we propose some methods
that can be applied to diversity analysis, jointly constituting a collection of methods for Quality-
Diversity-based evaluation of music generators.

2 BACKGROUND

One common approach for quantitatively evaluating the performance of symbolic music generators
is given in (Yang & Lerch, 2020), where the statistics of training and generation sets are compared
using some pre-defined musical metrics. Here, musical metrics such as pitch count, pitch range,
average pitch interval, note count and note length are calculated for each item in the training corpus.
To be used for comparison purposes, a number of musical excerpts are generated from the model and
the same musical metrics are calculated for each item in the generated set. Then, histograms for each
metric are generated both for the training and generation sets, and distances between corresponding
histograms are calculated using KL distance and an overlapping area method. If corresponding
histograms of training and generated sets are closer to each other for model A than model B, then
the authors claim that model A performs better than model B. While this approach is comprehensive
and informative about the behaviour of models, it doesn’t really provide an insightful picture of the
generative system in terms of higher-level features such as style and genre.

Another measure of success for generative music models is having a low loss value, which is typical
of almost any machine learning application. For generative tasks in creative domains, relying on the
loss value might be problematic without any further analysis. To highlight this, we considered the
successful and well-known symbolic music generation model called MuseNet (Payne, 2019), which
can produce music in a given style. Using MuseNet, we generated two musical excepts in a jazz
style for solo piano, without using an initiating seed. These examples can be found in Figure 1 in
pianoroll format and audio files are on SoundCloud 1. Based on our experience, even though these
examples can be considered of good musical quality, they are not really in the style of jazz, due
to the lack of syncopation, jazz phrasing and harmony. Instead, they are closer to classical music,
stylistically.

In (Banar & Colton, 2022), we compare different training levels (in terms of loss value achieved) for
a GPT-2 model in the context of symbolic music generation. We note that while a well-trained GPT-
2 model generates music with chords, pitch count and average note duration similar to the musical
training data presented, the music performs poorly when assessed with a chroma feature, which is a
measure of tonality / atonality as defined in the work. In contrast, a poorly trained model performed
much better in this respect.

These examples demonstrate that even though a model is successfully trained to a reasonably low
loss value and seems to learn some musical features, it might not necessarily learn high-level musical
qualities, such as style, or some musical features, such as chroma. This highlights the importance
of quality-based evaluation. In addition, to the best of our knowledge, there is no symbolic music
generation study, which focuses on the diversity of its generated material. Diversity is very important
in generative tasks, because, in real-world cultural applications, the user normally requires a range
of outputs to choose from.

3 A QUALITY-DIVERSITY-BASED EVALUATION STRATEGY

In this section, we first suggest some techniques that might improve a quality-based evaluation.
These are presented in an increasing order of potential to capture high-level musical attributes, such
as style and genre, but also in (subjectively) decreasing order of practicality. Secondly, we suggest
using some of these techniques in diversity-based evaluation. The following approaches can be used
for an assessment of the success of a generative music model, where we include the first and the
last method to form a baseline in terms of practicality and capturing high-level musical attributes,
respectively:

• Analytically computable metrics with statistical comparison: This approach consists of
defining some analytical musical metrics and comparing the statistics of various sets using

1https://soundcloud.com/user-330551093/sets/examples-for-qd-evaluation
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Figure 1: MIDI examples generated from MuseNet in the style of jazz. (Payne, 2019)

these metrics. One example would be the methodology explained in section 2, from (Yang
& Lerch, 2020). In our list of techniques for quality evaluation, this approach would be
the baseline in terms of computational cost, as computing analytical musical metrics and
statistics is fairly easy compared to the techniques below. As a downside, arguably, this
technique is not capable of capturing high-level musical qualities with analytically defined
metrics.

• Classifiers: As we are interested in differentiating between various high-level musical
attributes for quality evaluation, such as checking genre or style of a generated sample
to see if it is aligned with the goal of the generator, a classifier-based approach might
be useful for post-hoc quality evaluation. Since the embedding spaces of classifiers are
not optimised in terms of the distances between different classes, these models might not
necessarily perform well for distance / similarity related tasks (Lee et al., 2020). If there
are too many different attributes or classes where an organised embedding space is needed,
then a metric learning approach could be a better candidate.

• Metric learning: Metric learning approaches can be useful for quality-based evaluation
methods, as they can provide a distance between different classes, in a scenario where we
have a generated music sample and want to determine to which class it belongs, as well
as its distance to other alternatives (Lee et al., 2020). Metric learning approaches may
be suited to the given type of evaluation scenario, due to their organised representation
space. One downside to metric learning is that the training process can take a long time,
due to having duplet / triplet losses, where various sampling methods might be needed for
efficiency, such as distance weighted sampling (Manmatha et al., 2017), or proxy-based
training (Movshovitz-Attias et al., 2017).

• Wav2CLIP: Given the success of the CLIP’s embedding space (Radford et al., 2021),
Wav2CLIP (Wu et al., 2022) can be utilised to classify a musical sample and / or to get
the distance between two different musical excerpts, which could be used for quality-based
evaluation. Wav2CLIP maps audio recordings into the same embedding space as CLIP
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does for images and text, and since it achieves competitive performance with various down-
stream classification tasks, this embedding space may be useful for quality-based evaluation
of symbolic music generators. While this approach requires more computing resources,
it might be quite informative about multi-criteria similarity. One important consideration,
however, is that this approach works in the audio domain rather than symbolic music, which
might require symbolic to audio conversion before using this approach, bringing its own
challenges.

• Human (audience) evaluation: This approach is the most inconvenient one in terms of
logistics, time and effort, but is arguably the best evaluation approach, as human perception
is the ultimate goal and reference point. This technique would be the baseline for capturing
high-level musical attributes.

Utilising these approaches depends on the computational resources available, and also the level of
precision required for high-level musical attributes. Since there is a trade-off here, investigating
the correlation between these techniques would be helpful, which might give an indication of the
advantages / disadvantages of choosing one technique over another. One way of investigating the
correlation between different techniques could be to use a correlation analysis matrix, which com-
pares the performance of two different classifiers (A and B) using the items correctly classified by
classifier A, items correctly classified by classifier B, items correctly classified by A but not B and
items correctly classified by B but not A (Petrakos et al., 2000).

As we mentioned above, diversity is also important for the evaluation of generative music models,
which should be balanced with consideration of quality. In other words, if the generation process is
highly diverse in its output, but does not produce good quality results, then this case is not desirable.
In an ideal scenario, if the generation process uniformly covers the characteristics of the training
dataset, then hypothetically this would be the most diverse scenario given the training data. How-
ever, this might not be the case, and the model might be inclined towards a specific region in the
possibility space. To overcome this problem, we need to consider the diversity of the learnt latent
space by adding some extra criteria to the objective function as in (Fontaine & Nikolaidis, 2021).
Here, they suggest a differentiable Quality-Diversity approach. In the context of music generation,
this additional criteria can be about low-level musical qualities, such as pitch count or note duration;
or about high-level musical metrics, such as style or genre. In the case of low-level qualities, analyt-
ical musical metrics might be enough. For high-level qualities, techniques such as classifiers, metric
learning models or the Wav2CLIP embedding space can be utilised bringing their own computa-
tional complexities. Also, we can make an analogy between natural language generation and music
generation domains and utilise a Self-BLEU-inspired metric for the diversity of music generators
(Zhu et al., 2018). Self-BLEU is based on the BLEU (Papineni et al., 2002) metric, which evaluates
the similarity between two sentences using n-gram precisions. Self-BLEU calculates a BLEU score
for each sentence by considering it as hypothesis and the other sentences as reference in a piece of
text, then averages these BLEU scores to obtain the Self-BLEU metric. In music generators, we can
use musical fragments or themes instead of sentences and calculate a Self-BLEU score using these
fragments, where BLEU metric is similarly based on n-gram precisions and uses musical attributes
such as note number or note duration instead of words.

Furthermore, to go beyond the scope of the given training dataset and exceed the limits of its di-
versity, an out of distribution generation setting could be utilised (Möller et al., 2021), which might
be achieved by adding small offsets to the fringy samples of the original distribution. This might
enlarge the diversity limits of the model, which could create new opportunities with the potential to
invent new genres / styles.

4 CONCLUSIONS

Symbolic music generators can be more appropriately evaluated using a Quality-Diversity-based
strategy, which has not been used before in this context to the best of our knowledge. As shown
in the examples, loss-based and statistical quality measures might not be sufficient to evaluate the
performance of symbolic music generation models. To perform a Quality-Diversity-based evalua-
tion, we suggest some techniques, which cover both quality and diversity aspects, and are presented
in the scales of potential to capture high-level musical attributes and practicality. Also, we address
some good practices and potential drawbacks regarding the proposed techniques.
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In future work, we plan to empirically apply our Quality-Diversity strategy to evaluate and enhance
performances of various symbolic music generation architectures. We are also interested in in-
vestigating the correlation between suggested techniques so that it will be possible to quantify the
advantages of choosing one technique instead of another. Also, we would like to utilise this Quality-
Diversity approach as a steering wheel for a symbolic music generation model, besides providing
a post-hoc evaluation. Moreover, we want to expand on the diversity aspect of these networks so
that it might be possible to invent new genres / styles, where inventing a new genre is arguably more
creative than producing a piece within a genre through the lenses of computational creativity.
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