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ABSTRACT

The goal of this opinion paper is to start (or more accurately, continue) a con-
versation on a checklist-style artifact for researchers to use when introducing a
new dataset. While other checklists exist and are widely used, this paper proposes
the inclusion of checklist-style questions to encourage dataset developers (as well
as consumers) to consider data quality, diversity, and evaluation, especially as it
relates to machine learning model robustness and generalizability.

1 INTRODUCTION

The development of new datasets is a critical enabler of progress in machine learning research.
New datasets can introduce new challenges, allowing researchers to expand the abilities of machine
learning systems. New datasets can also scale up the amount of data available to existing tasks,
enabling the development and application of deeper models (consider for instance the role of the
ImageNet dataset Deng et al. (2009) in the rise of convolutional neural network architectures in the
2010s).

This paradigm is not without its problems, however, as machine learning datasets often contain
unwanted patterns which lead to model biases. Moreover, the use of datasets as standardized bench-
marks is closely entwined with the notion of “leaderboard chasing”, whereby researchers publish
incremental improvements on a select few datasets for a given task. Leaderboard chasing may lead
to tunnel vision, whereby a researcher (or an entire research community) may focus on a particular
task or setting that at best is a necessarily simplified version of reality and at worst a counterpro-
ductive, abstracted version of real life phenomena. Indeed, the term incremental is often seen as
a pejorative especially given the recent breadth of findings indicating that machine learning mod-
els trained on standard benchmark datasets do not generalize well to new input distributions (e.g.,
Yatskar (2019); Harrigian et al. (2020); Lazaridou et al. (2021)) or do not perform well on minor
alterations to in-distribution data (e.g., Glockner et al. (2018); Iyyer et al. (2018); Larson et al.
(2020)).

Despite this, the machine learning community is laudable for being introspective and observing that
the leaderboard chasing nature of research has downsides. For instance, Sculley et al. (2018) ob-
served that rapid advancements in machine learning often came at the cost of lack of careful rigor.
Lack of careful rigor also goes hand-in-hand with lack of reproducibility, and to combat this the
machine learning research community has introduced guidelines and checklists aimed at facilitating
rigorous and reproducible research. Examples include the 2021 NeurIPS Paper Checklist Guide-
lines, the NLP Reproducibility Checklist Dodge et al. (2019) now used by the *ACL conferences,
the Checklist for Responsible Data Use in NLP Rogers et al. (2021), the 2021 AAAI Reproducibil-
ity Checklist, and the ARR Responsible NLP Research Checklist. These checklists do focus on
datasets, either partially or exclusively (in the case of Rogers et al. (2021)), yet this paper argues
that perhaps it is time to append new checklist-style questions to these lists:

My primary argument is that a checklist could be used to encourage the creation and use of more
diverse datasets, those that could facilitate more evaluations into the important problems of out-
of-distribution robustness and generalizability, and are free of spurious annotation artifacts, to the
extent to which removal of such unwanted artefacts is reasonable. Toward this end, I discuss 9
checklist items that I argue would aid dataset creators in developing, analyzing, and presenting new
datasets.
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This paper follows a line of introspective recent work on improving machine learning research
methodology like Linzen (2020) and Bowman & Dahl (2021), among many others. And if it has not
already been made evident by the template used for this paper, this author is mainly familiar with
NLP research, but the ideas in this paper extend to other fields such as computer vision, too.

2 IDEAS FOR A CHECKLIST

The rest of this paper presents ideas for questions that could be included in reproducibility or re-
sponsibility checklists. In general, the following questions containing more discussion tend to be
more unorthodox, for lack of a better word.

2.1 TRAIN-TEST SPLITS

Does the dataset have a provided train/dev/test split? If so, how was the data split across the different
folds? Does the dataset have a provided “challenge” split?

Datasets are often introduced with a provided train/dev/test split. Provided splits are helpful to re-
searchers because they standardize the train, development, and evaluation data, and thereby facilitate
comparison across models and researchers. (We note that often datasets are released with just train
and test splits, and leave any development spltting up to the consumer of the dataset.) Typical ap-
proaches to splitting data involve randomly partitioning the data over the various splits or folds (e.g.,
in the case of k-fold cross validation). This approach is taught in introductory machine learning and
data science courses and textbooks.

Recently, though, machine learning researchers have questioned the effectiveness of randomized
data splits in titles such as We need to talk about standard splits Gorman & Bedrick (2019), We need
to talk about random splits Søgaard et al. (2021), and We need to talk about train-dev-test splits
van der Goot (2021). The primary issue raised is that randomized splits may lead to overstated or
inflated evaluation scores due to data “twinning” artifacts whereby similar or near-duplicate data
appears in both training and testing splits.

While there may be circumstances where randomized data splitting is desired, there certainly are
cases where it is not appropriate. For instance, in prediction tasks that have a temporal element,
it may be more appropriate to split based on some chronological cutoff date. Indeed, Karimi et al.
(2015) notes that data may exhibit statistical dependence with time, for instance in social media data,
where events being discussed or language use (in the case of NLP) may be dependent on certain time
horizons.

It can be useful to use other-than-random splits even for data that does not have a temporal element.
For instance, in a study of eight text-to-SQL datasets, Finegan-Dollak et al. (2018) found that stan-
dard splits caused many query forms to appear in both training and testing, hindering the ability to
evaluate how well systems can formulate new SQL queries from natural language inputs. Finegan-
Dollak et al. (2018) then introduced new splits on the text-to-SQL datasets using query form as a
basis for splitting.

More recently, Søgaard et al. (2021) intentionally apply “biased” or “adversarial” splitting tech-
niques to textual data, for instance splitting data by length (shorter sentences in one split, longer
sentences in the other) or by maximizing the Wasserstein distance between splits, arguing that these
relatively straightforward heuristic or adversarial splitting techniques yielded more accurate esti-
mates of the true error rates versus randomized splits. Similarly, Wecker et al. (2020) introduce a
novel splitting algorithm that makes use of k-means clustering to partition a dataset into folds.

Researchers constructing new datasets should be encouraged to consider the questions presented at
the start of this sub-section, as should paper reviewers and consumers of datasets. Thinking about
possible pitfalls to applying randomized splits to a dataset can also help researchers identify potential
biases in the data. Consideration of these types of questions will also promote the development of
new tools for investigating datasets (e.g., tools for detecting data twinning, tools for creation of
adversarial or challenge splits, etc.).
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2.2 ANNOTATION ARTIFACTS

What efforts were made to detect and/or minimize potential annotation artifacts in the dataset?

Annotation artifacts are patterns in data that can lead to the often-unwanted learning of “spurious
cues” by a model. In textual data, such spurious cues may include the presence or absence of certain
lexical features (e.g., tokens, punctuation, etc.), and sample length (e.g., the number of tokens in
an input). In computer vision tasks, spurious cues could include seemingly irrelevant contextual
information like the presence or absence of snow on the ground when classifying images of dogs
Ribeiro et al. (2016).

Within NLP, artifacts have been studied in Levy et al. (2015); Schwartz et al. (2017); Gururangan
et al. (2018); Glockner et al. (2018); Poliak et al. (2018); Tsuchiya (2018); Aharoni & Goldberg
(2018); Paun et al. (2018); Niven & Kao (2019); Geva et al. (2019), who all note the prevalence of
such artifacts in data generated via crowdsourcing, and finding that high capacity models like BERT
have a tendency to overfit to these artifacts.

In addition to running benchmarks for primary metrics like accuracy, dataset developers could also
provide initial analyses to see if there are any major annotation artifacts.

2.3 LABOR COMPENSATION

If hired labor was used, were they paid? How much?

Ideally, the answer to this question is at least the affirmative. But further, details shedding insight
into the financial compensation to any workers used in the creation and annotation of the dataset is
useful. If very little was paid to crowd workers, for instance, it would not be unreasonable to be
worried that the quality or diversity of the dataset is less than ideal.

2.4 DATA DIVERSITY

What are the sources of your dataset? Does your dataset include data from diverse sources (e.g.,
different geographic or cultural “distributions”)? Does your dataset consist of a diverse set of
features?

The first two of these questions are aimed at prompting discussion or consideration of the need for
data that is representative of different peoples, cultures, geographic regions, etc. As a concrete exam-
ple, a face recognition dataset consisting of only white faces may be problematic in that it does not
include enough diversity to enable effective application of models to other skin colors. Developers
of datasets like this hypothetical one ought to be prompted to discuss their design decisions.

Notions of data diversity are closely tied to out-of-distribution robustness, generalizability, and an-
notation artifacts. A text classification dataset may have been created by scraping tweets containing
a specific hashtag. It may be the case that twitter users who use that hashtag are from a particular
geographic location, and hence dataset designers should be prompted to consider whether such data
is diverse enough to endow models with the power to generalize well to other distributions.

The third question is also related to robustness, generalizability, and annotation artefacts, yet is
focused more on what features appear in the dataset. For example, a text corpus consisting of just
1,000 unique tokens is less lexically diverse than a dataset of 25,000 unique tokens. Researchers
who introduce new datasets should try to measure the diversity of their dataset, where appropriate.
Moreover, new tools could be developed by researchers to aid in this type of analysis.

2.5 BASELINE BENCHMARKS

What baseline models or solutions were used to establish an initial benchmark for the dataset? What
metrics were used in the benchmark experiments?

It is unlikely that there is a correct answer to this first question for the majority of datasets. To be
impactful, a new dataset will typically introduce a new task (or subtask) or a new data distribution
(e.g., textual data from a low-resource language) for an existing task, and therefore existing models
may underperform on the dataset. However, if an “easy” or “simple” baseline achieves high perfor-
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mance, then it may indicate that the dataset’s task is easily solvable (alternatively, it may indicate
the presence of spurious cues or annotation artifacts). Therefore, discussion the motivation behind
the inclusion of any baseline models used should be encouraged.

Metrics are necessary for researchers to compare and evaluate models. The choice of an appropriate
metric (or metrics) is extremely important, and discussion of the motivation behind the selection of
a metric for benchmark performance evaluation should be encouraged.

2.6 OUT-OF-DISTRIBUTION, GENERALIZABILITY, AND ROBUSTNESS

If appropriate, does the dataset include a way to evaluate out-of-distribution performance?

As mentioned in the introduction, the “leaderboard chasing” paradigm in machine learning research
often sees researchers laser-focused on optimizing models on a select few datasets. What’s more,
these datasets often only provide a means for measuring model performance on in-distribution data.
In contrast, out-of-distribution (OOD) performance is extremely important in real-world settings,
as production models often must be able to discriminate between inputs that belong to the training
label set versus those that do not. Moreover, such models must be able to generalize to data that
may belong to the training label set, yet was generated by a different mechanism than the original
training data (i.e., distribution shift).

Consider the 30-year-old ATIS, a dataset commonly used for benchmarking intent classification
and slot-filling models for task-driven dialog systems. Recent models now achieve accuracy and
F1 scores in the high 90s on this dataset, yet Larson et al. (2020) found that model performance
dropped substantially on paraphrased inputs where certain tokens were not allowed, indicating that
the models were not robust and could not generalize well to new data. Or consider the RVL-CDIP
dataset Harley et al. (2015) used in the document analysis research community for benchmarking
document classifiers. RVL-CDIP consists of tobacco industry documents from between the 1970s
and early-2000s. Current models now report accuracies in the mid-90s on this 16-class dataset, yet
in a to-be-published work-in-progress, my colleagues and I found that model performance drops by
up to 30 points on a newly-collected test set.

To put it plainly, findings such as these indicate a crisis. The research community can take steps
toward overcoming this crisis by encouraging dataset developers to think of ways to create out-
of-distribution evaluation sets for measuring (1) model performance on what has been called out-
of-application Bohus & Rudnicky (2005) data that does not belong to any of a training set’s label
classes, and/or (2) model performance on covariate or distribution shifted data.

The onus for all of this does not rest only on dataset developers. Indeed, the question at the top of
this section can also be re-crafted to researchers developing new models as: Do the experiments you
use to benchmark your new model include an analysis on out-of-distribution performance?

2.7 DATA PREPROCESSING

What, if any, preprocessing steps were performed on the dataset?

This question is certainly relevant for promoting reproduciblity. Moreover, knowledge of and ac-
cess to—via code— preprocessing steps can aid developers or consumers of the dataset in spotting
potential pitfalls with regards to unwanted annotation artefacts.

2.8 SENSITIVE DATA

Does the dataset contain sensitive (e.g., personally identifiable information (PII)) data? In what
ways were sensitive data handled?

This checklist category has been discussed in depth by Rogers et al. (2021), but I include it here
because it may potentially impact data preprocessing and annotation artefacts.

Datasets containing personally identifiable information like names, phone numbers, addresses, re-
ligious and political affiliation, etc., could be subject to action requests due to laws such as the
California Consumer Privacy Act (CCPA) and the General Data Protection Regulation (GDPR), and
often it is best to minimize or eliminate the amount of PII data in a dataset, which could be ac-
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complished by anonymizing or scrubbing PII. Dataset designers should therefore be encouraged to
discuss how they handle sensitive information in their dataset.

2.9 CROWDSOURCING PROMPTS

If you used crowdsourcing, do you make available the crowdsourcing prompts used in the collection
and annotation of the dataset?

Of course, this question is mainly relevant for datasets that used crowdsourcing in their construc-
tion.1 Making crowdsourcing prompts available along with the release of a dataset is related to the
reproducability concept in machine learning research, and can enable other researchers (1) use simi-
lar prompts, (2) constructively criticize, and/or (3) improve upon in their research. Visibility into the
nature of data collection prompts (crowdsourcing or otherwise) also can enable researchers identify
the causes of potential biases and annotation artifacts in data.

3 CONCLUSION

This paper sketches some questions that I argue should be included in research checklists like those
for NeurIPS and ARR. The questions outlined are tailored to encouraging the development of di-
verse datasets for facilitating the development of robust, generalizable machine learning models.
Should a checklist be prescriptive and enforce this type of development of new datasets, even if the
“enforcement” is soft encouragement? Perhaps, and this is the type of question through which I
hope to start a discussion. What should a dataset be besides a collection of data?
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